
Imagen, a text-to-image 
diffusion model

(1) Better semantic text encoding by LLMs 

(2) High-fidelity/photorealism by diffusion models 

https://imagen.research.google/ 

https://imagen.research.google/


Background of text-2-image: the CLIP model=ground-truth

● CLIP dataset and pretraining on 400 million pairs -> CLIP score, zero-shot



Background of text-2-image: the CLIP model=ground-truth

In DALL·E 2 (unCLIP), similar idea to VAE

● A variational diffusion decoder to invert the CLIP image encoder; 
● A prior model = generates CLIP image embeddings from a given text caption. 



What does this paper do?

● Imagen (text-to-image)
○ Using generic pretrained transformer LLMs on text-only corpora
○ Using diffusion models for high-fidelity photorealism

● Evaluation metrics: 
○ Smaller FID score = Higher fidelity/photorealism
○ Higher CLIP score = higher text-image alignment

○ Zero-shot transfer on COCO dataset
○ Human raters on the new benchmark: DrawBench

● Concurrent with DALL·E 2, and the idea is also similar, except for the prior 
model in  DALL·E 2. 



1st novelty and why
● Prior work:  uses only image-text data, for direct intra-domain and 

inter-domain learning. 
● This work: Large frozen LMs trained only on text data, is effective enough.
● Key insights: we can learn and separate the one domain’s concepts first, 

then use them as anchors linking to the other domain’s concepts. 
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If text concepts are well understood and 
separated in the embedding space, by 
LLMs, 
-> 
fix the text embedding of concepts, 
-> 
Just needs to align the visual concepts. 



1st novelty and why

● Remark: Large frozen LMs, is not better except for the DrawBench dataset.  



2nd novelty and why

● Dynamic thresholding, (a new diffusion sampling technique), enabling “large 
guidance weight samplers”

○ Significantly better photorealism
○ Better image-text alignment, especially when using very large guidance weights. 

(Personally, this is the core performance trick and most important contribution)



Other contributions



Applications in the biomedical science

● Biomedical image-text pair data modelling: e.g., 



Applications in the biomedical science

● Conditional generative models

for molecule design


